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Safe Deployment of AI Models Requires us to Monitor Predictions and 
Detect Unexpected Model Functionality

Constructing model scores for open-
set detection is an active area of 

research in the vision community

Skin Lesion Detector

Open-Set Data

Flag as OOD and defer to experts

Ability to flag open-set samples with diverse semantic 
characteristics w.r.t the training data is a critical aspect of 

safety in medical AI

Unseen semantic 
concepts



Key question: Can Off-the-shelf OOD Detectors Flag Open-Set Medical 
Image Data?

Balanced Accuracy: 95.9
OOD Rejection AUROC: 49.7

Balanced Accuracy: 99.3
OOD Rejection AUROC: 75.4

Balanced Accuracy: 96.2
OOD Rejection AUROC: 53.9

✓
✕

✓ ✓
✕ ✕

Despite achieving high accuracies on test data, 
conventional OOD detectors struggle with open 

data settings in medical imaging!



Weitang Liu, Xiaoyun Wang, John Owens, and Yixuan Li. Energy-based out-of-distribution detection. Advances in Neural Information Processing Systems, 2020

A Potential Fix: Explicitly Calibrate OOD Detectors during Predictive 
Model Training

Inlier Specification Outlier Specification

Energy

Gibbs Distribution
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OOD detector calibration is 
implemented using margin-based 

loss functions 
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A Potential Fix: Explicitly Calibrate OOD Detectors during Predictive 
Model Training
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Energy

How is this optimization carried out in 
practice?

Held-out calibration set from the train data can be used to 
specify inliers – challenging in small data scenarios

A representative OOD dataset is curated for specifying the 
outlier regimes – non-trivial in medical imaging 

OOD calibration must not compromise the accuracy of the 
trained detector – avoid over-conservative models
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An Alternative Approach: Using Synthetic Data Augmentations to Specify 
Inliers and Outliers



How Effective are the Calibrated OOD Detectors?

Balanced Accuracy: 95.9
OOD Rejection AUROC: 49.7

Balanced Accuracy: 99.3
OOD Rejection AUROC: 75.4

Balanced Accuracy: 96.2
OOD Rejection AUROC: 53.9

G-ODIN

Balanced Accuracy: 95.3
OOD Rejection AUROC: 62.0

Balanced Accuracy: 99.2
OOD Rejection AUROC: 39.8

Balanced Accuracy: 96.5
OOD Rejection AUROC: 38.2

Augmix 
+

VOS ✕ ✕ ✕

Balanced Accuracy: 95.5
OOD Rejection AUROC: 90.9

Balanced Accuracy: 99.2
OOD Rejection AUROC: 43.5

Balanced Accuracy: 96.9
OOD Rejection AUROC: 53.5

Augmix 
+

NDA ✓ ✕✕

✕ ✕ ✕
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Surprisingly, OOD detectors calibrated using state-of-the-art approaches from vision 
literature do not perform consistently on both modality shifts and novel class scenarios



Hypothesis: Space in which inliers and Outliers are Specified Plays a 
Critical Role in Calibrating Medical OOD Detectors

With no outlier exposure, feature updates in a 
deep network are concentrated in the subspaces 

pertinent to the ID data

Inlier specification is used to expand model 
generalization and identify the optimal subspace 

for ID data – Protect against shortcut learning

Outlier specification is required to ensure that the 
subspaces for outlier data do not overlap with the 

ID subspaces – Avoid over-generalization

Contrary to existing works, we advocate for the use of the latent-space for inlier specification and pixel-
space for outlier specification to perform OOD calibration, while not compromising on the test accuracy



Training Data

Proposed Approach for Calibrating Energy-based OOD Detectors in 
Medical Imaging Models

Synthesize high-severity 
compositional image 

manipulations
(e.g., Augmix, RandConv) 

Highly diverse set of pixel-space outliers to 
ensure the OOD subspace does not overlap 
with the ID subspace in the feature space of 

the deep network 

Sample low-likelihood 
regions from class-specific 

feature distributions

Feature
Extractor

Lower bound on energy for the virtual 
inliers

push the tail samples 
closer to the class-specific 

prototypes



Using the Combination of Latent-Space Inliers and Synthetic Pixel-Space 
Outliers Leads to Powerful OOD Detectors

OOD Rejection AUROC: 49.7 OOD Rejection AUROC: 75.4 OOD Rejection AUROC: 53.9G-ODIN

Augmix 
+

VOS
OOD Rejection AUROC: 62.0 OOD Rejection AUROC: 39.8 OOD Rejection AUROC: 38.2✕ ✕ ✕

Augmix 
+

NDA
OOD Rejection AUROC: 90.9 OOD Rejection AUROC: 43.5 OOD Rejection AUROC: 53.5✓ ✕✕

✕ ✕ ✕

Ours OOD Rejection AUROC: 97.5 OOD Rejection AUROC: 98.1 OOD Rejection AUROC: 89.1✓ ✓✓
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With a Large Suite of Medical Imaging Benchmarks, We Systematically 
Evaluate our Proposed Approach

§ Modality shifts: For each case, samples from all other datasets
§ Semantic shifts: Held-out classes from the training dataset
§ Architecture: WideResNet 40-2 

ISIC 2019 Skin Lesion

§ Modality shifts: CXR, WILDS, Retina images
§ Semantic shifts: Held-out classes from train 

dataset, Clin Skin (control group), Derm Skin
§ Architecture: ResNet 50 

Colorectal Cancer

§ Modality shifts: Clin Skin, Derm Skin, CXR, WILDS, 
Retina images
Semantic shifts: Held-out classes from train dataset

§ Architecture: ResNet 50 

Evaluation

AUROC



Strikingly, our Calibration Approach Leads to Significantly Superior 
Detection Performance in all Cases

Across all benchmarks, our approach achieves 
large gains over existing baselines in both modality 

shifts and novel classes 

Existing baselines tend to produce large variances 
in AUROC scores across datasets 



Visualization of the Energy Scores for ID and OOD Data Clearly Reveals 
the Benefits of the Proposed Calibration Protocol 



Interestingly, our Approach can Even Detect Nuanced Covariate Shifts 
Arising from Different Hospitals

Observed Data

OOD Set

While latent-space outliers are superior to pixel-
space outliers synthesized via negative data 

augmentation, our approach performs the best

WILDS Chamelyon Benchmark



Calibrating OOD detectors is significantly challenging with medical imaging data, and existing 
solutions from the vision literature do not work effectively!

We find that the choice of space for synthesizing augmentations is critical when calibrating OOD 
detectors for open-set data

We advocate for the use of virtual inliers from the classifier's latent-space and diverse pixel-space 
outliers with energy-based training

Using a large suite of medical imaging benchmarks, we show state-of-the-art open-set recognition 
performance (both modality shifts and novel classes), as well as in detecting covariate shifts arising 
from different hospital data.

Summary: A New State-of-the-Art Baseline for Medical OOD Detection 
that can be used with any Imaging Modality or Model Architecture
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